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bstract

This study presents a two-dimensional mathematical model of a direct internal reforming solid oxide fuel cell (DIR-SOFC) stack which is based
n the reforming reaction kinetics, electrochemical model and principles of mass and heat transfer. To stimulate the model and investigate the
teady and dynamic performances of the DIR-SOFC stack, we employ a computational approach and several cases are used including standard
onditions, and step changes in fuel flow rate, air flow rate and stack voltage. The temperature distribution, current density distribution, gas species
olar fraction distributions and dynamic simulation for a cross-flow DIR-SOFC are presented and discussed. The results show that the dynamic

esponses are different at each point in the stack. The temperature gradients as well as the current density gradients are large in the stack, which

hould be considered when designing a stack. Further, a moderate increase in the fuel flow rate improves the performances of the stack. A decrease
n the air flow rate can raise the stack temperature and increase fuel and oxygen utilizations. An increased output voltage reduces the current density
nd gas utilizations, resulting in a decrease in the temperature.

2007 Elsevier B.V. All rights reserved.
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. Introduction

The solid oxide fuel cell (SOFC) functions at high tempera-
ure via a completely solid-state ion-conducting electrolyte [1,2].

ith the capability of internal reforming, the SOFC can be
irectly fueled with pure hydrogen, natural gas, coal gas and
ther hydrocarbons [1–3]. Further, the exhaust gas generated
y the SOFC contains a lot of heat, steam and unused fuel,
hich can be conveniently recycled in the power plant when

he SOFC is in use with gas turbines. Therefore, with such high
nergy generating efficiency and low pollution, the SOFC has
een considered to be one of the most promising fuel cells for
uture power plants [1,2].

Several models have been proposed to simulate and analyze
he operating conditions of SOFC stacks [4–15]. Costamagna

nd Honegger [8] presented and validated a simulation model
or a SOFC stack integrated with an air pre-heater. Padulles et
l. [9] demonstrated two other SOFC stack models to simu-
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ate the power system and the power conditioning units of the
lant, respectively. However, dynamic responses of the temper-
ture and current density in these simulated models are not clear.
ecently, a novel one-dimensional dynamic model of a tubular
OFC with external and internal reforming was proposed by
iang et al. [10]. Using this dynamic model, SOFC character-
stics such as the cell voltage, temperature and power under
ifferent conditions can be predicted. However, the distribu-
ion of parameters such as current density and gas concentration
cross the cell is not known.

Compared with indirect internal reforming SOFC (IIR-
OFC) and hydrogen-fueled SOFC stacks, a direct internal
eforming solid oxide fuel cell (DIR-SOFC) stack has unique
eaction kinetics, in which the reforming reactions interact with
oncurrent electrochemical reactions [14–18]. It is well known
hat the dynamic performances and the parameter distribution of
he stack are crucial for designing and controlling DIR-SOFC. In
his regard, a one-dimensional DIR-SOFC stack model (anode-

upported with intermediate temperature) has been used for
imulation of DIR-SOFC [14,15]. Further, using this model,
he one-dimensional steady-state parameter distribution and
ynamic response to several current density step-changes can

mailto:lijun05@sjtu.edu.cn
mailto:jun.li.fc@gmail.com
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Nomenclature

A stoichiometric matrix
Akn pre-exponential factor for rate coefficient kn

AKad
j

pre-exponential factor for Kad
j

B coefficient matrix
Cp specific heat capacity (kJ kg−1 K−1 for solid,

kJ mol−1 K−1 for gas)
�Cp specific heat capacity vector
E Nernst voltage (V)
En activation energy of reaction n (kJ mol−1)
FFar Faraday constant (96,485 C mol−1)
�F gas flow rate vector
�ḡ0

f change of Gibbs free energy (kJ mol−1)

h gas enthalpy (kJ mol−1)
�Had

j enthalpy change of adsorption (kJ mol−1)

i current density (A m−2)
i0 exchange current density (A m−2)
iL limiting current density (A m−2)
j gas component
kn rate coefficient for reforming reaction n
K equilibrium constant
Kad

j adsorption constants for gas component j
m number of moles of electrons transferred per mole

of reactant
n reaction
P partial pressure (bar)
q heat generation or transfers (kJ m−2 s−1)
r reaction rate (mol s−1 m−2)
�r reaction rate vector
R gas constant (8.314 J K−1 mol−1)
Sh volumetric rate of heat generation (kJ m−3 s−1)
T temperature (K)
�T temperature vector
V output voltage (V)
�V gas velocity vector

Greek symbols
αan, αca charge transfer coefficients
β1, β2 coefficients for ηohm

γan, γca coefficients for ian
0 and ica

0
δ material thickness (m)
�δ thickness vector
ε emissivity
ζ thermal conductivity (W m−1 K−1)
ηohm ohmic polarization (V)
ηact activation polarization (V)
ηconc concentration loss (V)
ξ convective heat transfer coefficient (W m−2 K−1)
ρ density (kg m−3 for solid, mol m−3 for gas)
�ρ density vector
σB Stefan–Boltzmann constant (5.676 ×

10−8 W m−2 K−4)

Superscripts
an anode
ca cathode
in inlet
lp lower bipolar plate
out outlet
pa upper bipolar plate surface
pc lower bipolar plate surface
re reforming
s SOLID (anode-electrolyte-cathode)
sa anodic surface of SOLID
sc cathodic surface of SOLID
up upper bipolar plate

Subscripts
I reaction I
II reaction II
III reaction III
conv convection
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e generated. However, because the two-dimensional situation
s not considered, the one-dimensional model is only applicable
o co- and counter-flow operation but not to cross-flow operation.

In this study, we have constructed a two-dimensional dynamic
odel of the DIR-SOFC. This dynamic model is generated

ased on the methane steam-reforming kinetics, mechanism of
hemical-to-electrical conversion, energy balance and mass con-
ervation. To describe the dynamic behavior in the cross-flow
tack of this model, we have utilized multiple partial differen-
ial equations (PDEs). We have also employed an alternative
omputational method to find the numerical solutions for the
DEs. Further, several cases are presented to study the steady
nd dynamic performances of the DIR-SOFC using this two-
imensional dynamic model.

The present study is organized into five sections. In Sec-
ion 2, the mathematical model is established following a brief
escription of the DIR-SOFC. In Section 3, a numerical method
s used to solve the PDEs obtained in Section 2. In Section 4, the
teady-state distributions (the temperature, current density and
as species molar fractions), as well as the dynamic responses
f the stack for four cases, are presented and discussed. Sec-
ion 5 concludes the paper and gives a perspective on the future
esearch.

. Modeling of a DIR-SOFC

The working principles of a DIR-SOFC stack are illustrated
n Fig. 1. The electrolyte, which divides the stack into two elec-
rodes, acts as an electronic barrier and avoids the direct chemical

eaction of the fuel at the anode with the oxygen at the cathode.
t the cathode, molecular oxygen combines with electrons and

s reduced to negatively charged ions (O2−) with the aid of a
atalyst [1,2].
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Fig. 1. Diagram

Cathodic electrochemical reaction:

1

2
O2 + 2e− → O2− (1)

he steam–methane gas mixture flows in the anode of the DIR-
OFC and be reformed inside to provide the hydrogen and
arbon monoxide for the electrochemical reaction to generate
lectricity [1,2]. The reactions at the anode of the DIR-SOFC
re more complex than that using the pure hydrogen fuel due
o coupling between reforming reactions and electrochemical
eactions.

At the anode, hydrogen and carbon monoxide react with oxy-
en ions to form water and carbon dioxide, respectively, and
elease electrons.

Anodic electrochemical reaction:

2 + O2− → H2O + 2e− (2)

O + O2− → CO2 + 2e− (3)

lectrons released at the anode pass through the bipolar plate to
he cathode of the next cell in the series, or follow the external
ircuit to drive the load, before finally returning to the cathode.

Bipolar plates, with machined flow channels, clamp together
he anode–electrolyte–cathode construction and provide the

ain structural support of the fuel cell. They also collect the
urrent generated by the electrochemical reaction.

Some assumptions are necessary in the derivation of the two-
imensional DIR-SOFC model.

1) All gases are assumed to be ideal gases.

2) The anode, electrolyte and cathode layers, which are

clamped together, are assumed to be horizontally homo-
geneous. The anode–electrolyte–cathode is denoted by the
abbreviation SOLID.

3) The walls of gas channels are smooth.
4) Constant pressure is maintained within the gas channels.

K

s
c
c

IR-SOFC stack.

5) Methane does not directly participate in the electrochemical
reaction at the anode.

6) The stack works in the cross-flow mode.

.1. Reforming model

The principal reactions in the methane steam-reforming are
isted as follows [16–18]:

Reaction I: CH4 + 2H2O ↔ CO2 + 4H2 (4)
Reaction II: CH4 + H2O ↔ CO + 3H2 (5)
eaction III: CO + H2O ↔ CO2 + H2 (6)

In the reforming process, reactions I and II are the dominant
eactions with products mainly comprising H2, CO and CO2.
oth reactions are endothermic. Reaction III is the water-gas

hift reaction. The electrochemical reaction is exothermic and
upplies heat and steam to the endothermic reactions. Below
00 K, Reaction I dominates and the methane is mostly con-
erted to carbon dioxide. Above 900 K, reaction II becomes
redominant. The reversible reactions obey the laws of chem-
cal equilibrium. The equilibrium constants for reactions I–III
an be computed by three functions of temperature [11] which
re given by

I = PCO2P
4
H2

PCH4P
2
H2O

= exp

(
−22, 430

T
+ 26.078

)
, (7)

II = PCOP3
H2

PCH4PH2O
= exp

(
−26, 830

T
+ 30.114

)
, (8)

III = PCO2PH2

PCOPH2O
= exp

(
4400

T
− 4.036

)
, (9)
where PCH4 , PH2 , PCO, PCO2 and PH2O are the partial pres-
ures of CH4, H2, CO, CO2 and H2O, respectively, when the
hemical reactions reach equilibriums. T is the temperature. As
an be seen from Eqs. (7)–(9), the consumption of the hydrogen
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aused by the electrochemical reaction can shift the reforming
eaction in the forward direction. The methane steam-reforming
s preferably carried out under the conditions of high tempera-
ure and high steam-to-carbon ratio (S/C). Nickel in the SOFC
tack is used as the internal reforming catalyst to accelerate the
eforming reactions.

The reforming reaction rates are computed by following
quations proposed in [16].

re
I = kI

Pan
H2

3.5(DEN)2

(
Pan

CH4
Pan2

H2O − Pan
H2

4Pan
CO2

KI

)
, (10)

re
II = kII

Pan2.5

H2
(DEN)2

(
Pan

CH4
Pan

H2O − Pan3

H2
Pan

CO

KII

)
, (11)

re
III = kIII

Pan
H2

(DEN)2

(
Pan

COPan
H2O − Pan

H2
Pan

CO2

KIII

)
. (12)

he superscript “an” denotes the anode. kn, with n = I,II,III,
re the rate coefficients for the reforming reactions and are
alculated by

n = Akn exp

(
− En

RT

)
, n = I,II,III, (13)

here Akn is the pre-exponential factor of the rate coefficient
n, En is the activation energy of the reaction, and R is the gas
onstant (8.314 J K−1 mol−1). DEN is defined as

EN = 1 + Kad
COPan

CO + Kad
H2

Pan
H2

+ Kad
CH4

Pan
CH4

+Kad
H2O

Pan
H2O

Pan
H2

(14)

In Eq. (14), Kad
CO, Kad

H2
, Kad

CH4
and Kad

H2O, the adsorption con-
tants for CO, H2, CH4and H2O, respectively, are computed
y

ad
j = AKad

j
exp

(
−�Had

j

RT

)
, j = CO,H2, CH4, H2O,

(15)

here AKad
j

is the pre-exponential factor of the adsorption con-

tant Kad
j , and �Had

j is the enthalpy change of adsorption.

.2. Chemical-to-electrical conversion of SOFC

The electrochemical oxidation of CO is not considered in our
tudy, because data in the literature show that the electrochemical
xidation of hydrogen is faster than that of CO [18]. Hence, the
ernst voltage E is mainly dependent on the electrochemical

eaction of H2:

= −�ḡ0
f

2FFar
+ RT

2FFar
ln

(
Pan

H2
Pca

O2

1/2

Pan
H2O

)
, (16)
here �ḡ0
f is the change in molar Gibbs free energy of for-

ation at standard pressure, and FFar is the Faraday constant
96,485 C mol−1)[1]. The superscript “ca” denotes the cathode.
he pressure unit is bar.

d
e

r

urces 171 (2007) 585–600

The cell output voltage, reduced by the ohmic polarization
ohm, the activation polarization ηact and the concentration loss
conc, can be written as

= E − ηohm − ηact − ηconc. (17)

The ohmic polarization can be expressed as

ohm = i · Ω, (18)

= δ · β−1
1 exp

(
β2

T

)
, (19)

here δ is the material thickness, and i is the current density.
he coefficients β1 and β2 can be obtained by curve fitting the
imulated data proposed in Ref. [8]. The ohmic polarization
epends on the physical configuration of the SOFC and on the
perating temperature.

The electrode activation polarizations can be described by
he Butler–Volmer equation [8]:

= i0

[
exp

(
αan FFar

RT s ηact
)

− exp

(
αca FFar

RT s ηact
)]

, (20)

here αan and αca are the charge transfer coefficients of the
node and cathode, respectively. The superscript “s”denotes the
OLID. The exchange current density i0, which reflects the elec-

rochemical reaction rate at the equilibrium potential, should be
onsidered at both anode and cathode.

Eqs. (21) and (22), proposed by Yamamura and Mogensen
t al. [8,12,13,19,20], are used to calculate the exchange current
ensities at the anode and cathode, respectively:

an
0 = γan

(
Pan

H2

Pref

)(
Pan

H2O

Pref

)
exp

(
−Ean

act

RT s

)
, (21)

ca
0 = γca

(
Pca

O2

Pref

)0.25

exp

(
−Eca

act

RT s

)
, (22)

here γan and γca are coefficients, Ean
act and Eca

act are the activa-
ion energies. Pref is the reference pressure which is always set
s 1 bar.

As can be seen from Eqs. (21) and (22), the temperature and
ressure influence the exchange current density. The electro-
hemical reaction can be accelerated by increasing the operating
emperature and the partial pressures.

A formula related to the temperature and the current density
s used to estimate the concentration loss according to the Nernst
quation [2]:

conc = − RT

mFFar
ln

(
1 − i

iL

)
, (23)

here iL is the limiting current density.
The consumption rates of H2 and O2 due to the electrochem-

cal reaction (ran
H2

, rca
O2

) are determined by the current density.
he consumption rate of H2 is twice that of O2. A larger current

ensity results in faster consumption rates of H2 and O2 in the
lectrochemical reaction.

an
H2

= i

2FFar
, (24)
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ca
O2

= i

4FFar
. (25)

.3. Mass conservation

The gas flow rates at the anode and cathode will change with
he time and flow distance due to fuel and oxygen consumptions
n the reforming and electrochemical reactions.

� in + A · �r · B = �Fout. (26)

� is the gas flow rate vector including the vectors of the anodic
nd cathodic flow rates.

� =
[ �F an

�F ca

]
, (27)

here

� an = (FCH4 , FCO, F an
CO2

, F an
H2O, FH2

)T
, (28)

� ca = (FO2 , FN2 , F
ca
H2O, F ca

CO2

)T
. (29)

is the reaction rate vector including the rates of reactions at the
node and cathode.

=
[

�ran

rca

]
, (30)

here

an = (rre
I , rre

II , r
re
III, r

an
H2

)T
, (31)

ca = rca
O2

. (32)

is the stoichiometric matrix.

=
[

Aan 0

0 Aca

]
, (33)

here

an =

⎡
⎢⎢⎢⎢⎢⎢⎣

−1 −1 0 0

0 1 −1 0

1 0 1 0

−2 −1 −1 1

4 3 1 −1

⎤
⎥⎥⎥⎥⎥⎥⎦

, (34)

ca =

⎡
⎢⎢⎢⎣

−1

0

0

0

⎤
⎥⎥⎥⎦ . (35)

is the coefficient matrix in which elements are functions of the
eaction area.

.4. Energy balance
A considerable quantity of electrical energy is produced via
lectrochemical reactions. This is output through the polar plates
nd can supply electricity to external appliances: this is the

p

c
i

urces 171 (2007) 585–600 589

otivation behind the development of fuel cells. As well as the
lectrical power, some energy is lost heating the stack and the
est flows out of the stack with the exhaust gases.

The energy equation for the air and fuel flows can be
xpressed as

∂(ρh)

∂t
+ div

(
ρh �V − ζ∇h

Cp

)
= Sh, (36)

here ρ is the density, h the gas enthalpy, div denotes the diver-
ence, �V is the gas velocity vector, ∇ denotes the gradient, ζ is
he thermal conductivity, Cp is the specific heat capacity and Sh
s the volumetric heat generation source or sink.

The energy equation for the SOLID and bipolar plate can
e simplified as follows because of the incompressibility of the
olid where there is no fluid motion:

Cp

∂T

∂t
− div(ζ∇T ) = Sh. (37)

The heat generation and transfers between the components
f the stack are shown in Fig. 2.

The local heat generated on the SOLID due to the reforming
nd electrochemical reactions can be expressed by

s = −�He · ran
H2

− �H re
I · rre

I − �H re
II · rre

II − V · i. (38)

here the subscript “e”denotes the electrochemical reaction.
he rate distributions of the endothermic and exothermic reac-

ions are not uniform in the stack, soqs can be positive or negative
t different positions in the stack.

The heat change, caused by the water-gas shift reaction occur-
ing in the anodic fuel flow, is

an
shift = −�HIII · rre

III. (39)

The convective heat fluxes from the SOLID surface to the
nodic and cathodic flows are calculated by

s,an
conv = ξsa(T s − T an), (40)

s,ca
conv = ξsc(T s − T ca), (41)

here ξ is the convective heat transfer coefficient. Superscripts
sa”and “sc”denote the anodic and cathodic surfaces of the
OLID, respectively.

The radiant heat fluxes between the SOLID and bipolar plate
urfaces are calculated by

s,up
rad = σB(T s4 − T up4)

1/εsa + 1/εup − 1
, (42)

s,lp
rad = σB(T s4 − T lp4

)

1/εsc + 1/εlp − 1
, (43)

here σB is the Stefan–Boltzmann constant, and ε is the emissiv-
ty. Superscripts “up”and “lp”denote the upper and lower bipolar

lates, respectively.

No reactions occur on the bipolar plates. Hence, we consider
onvective heat transfer, thermal radiation and heat conduction
n the plates and neglect heat generation.
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The convective heat fluxes from the upper and lower bipolar
late surfaces are given by

up,an
conv = ξpa(T up − T an), (44)

lp,ca
conv = ξpc(T lp − T ca), (45)

here superscripts “pa”and “pc” denote the surfaces of the upper
nd lower bipolar plates, respectively.

As Figs. 1 and 2 show, some heat (qan
react,n, qca

react,n) is carried
n the SOLID by the consumed reactant gases, and some heat
qs

react,n) is carried out of the SOLID by the product gases due
o reactions at the interfaces of the SOLID and gas flow. The
xpressions of these heat fluxes corresponding to the various
eactions are detailedly given in Appendix A.

. Computational method

Problems in fluid dynamics usually require solutions of cer-
ain PDEs with given boundary conditions. These equations can
nly be treated analytically in the case of simple boundaries.
owever, in the DIR-SOFC stack, the fluid governing equations
ith complex conditions are coupled and nonlinear. Therefore,

t is difficult to acquire the exact mathematical solutions for
hese equations. Alternatively, a computational method is used
o find an approximate numerical solution. First, the continuous
hysical domain is discretized into a set of cells to generate a
omputational grid. Second, the PDEs are transformed into finite
ifference equations. Lastly, the solutions of the difference equa-
ions at grid nodes are used to approximate the variables of the
DEs [21].

Operating in the cross-flow mode, the fuel flows in the x

irection, while the air flows in the y direction which is per-
endicular to the x direction. A regular rectangular grid, with
rid spacing �u in the direction of x and �w in the direction
f y, is generated. A regular grid simplifies the discretization of

Fig. 2. Diagram of heat generatio
urces 171 (2007) 585–600

he PDEs, saves computing time, reduces storage requirements,
nd improves computational accuracy. Combining the formulas
erived in Section 2, the model equations are written in matrix
orm to facilitate programming and processing in the computer
see Appendix A for details).

. Simulation and discussion

The two-dimensional dynamic model is developed in Mat-
ab. Four cases are used to obtain the steady-state parameter
istributions and the dynamic responses of the cross-flow DIR-
OFC under different conditions. Points with dimensionless (x,
) co-ordinates (0.025, 0.05), (1, 0.05), (0.5, 0.5), (0.025, 1),
nd (1, 1) are chosen as examples to show the dynamic per-
ormances at different positions on the SOLID. In addition, the
ean temperature, the mean current density and the fuel and

xygen utilizations are important characteristics which must be
etermined.

ase 1: Using the equations derived in Section 2 and Appendix
A, the iteration is started with the initial values listed in
Table 1. During the simulation, conditions in the stack
evolve after each iteration until they reach a steady state.

The two-dimensional steady-state temperature dis-
tribution on the SOLID is illustrated in Fig. 3, and
the corresponding contours are shown in Fig. 4. The
two-dimensional current density distribution and the
corresponding contours are displayed in Figs. 5 and 6,
respectively. The molar fraction distributions of CH4,
CO, CO2, H2O, H2and O2 are shown in Figs. 7–12 ,
respectively.
The methane steam-reforming rate is rapid near the
fuel inlet because of the large methane concentration
(Fig. 7) and the function of the catalyst. The electro-
chemical reaction rate of the hydrogen is slow at the

n and transfers in the stack.
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Table 1
Initial values of variables and parameters

Item Value

Fuel flow rate 1.68 × 10−3 mol s−1

Air flow rate 1.43 × 10−2 mol s−1

Inlet fuel temperature 1023 K
Inlet air temperature 1023 K
Upper bipolar plate temperature 1024 K
Lower bipolar plate temperature 1024 K
SOLID temperature 1024 K
Output voltage 0.7 V
Pressure 3 bar
Inlet molar fractions at the anode

CH4 28%
CO 1%
CO2 1%
H2O 60%
H2 10%

Inlet molar fractions at the cathode
O2 23%

F

Fig. 4. Temperature (K) contours corresponding to Fig. 3.

F

the inlet flow temperature along the fuel flow direction
(Figs. 3 and 4). The raised temperature also promotes
N2 75%
CO2 1%
H2O 1%

inlet due to the low hydrogen concentration (Fig. 11).
As a result, the local current density near the fuel inlet
is very small (no more than 500 A m−2: Fig. 6). The
heat generated in the electrochemical reaction is insuf-
ficient to compensate for the thermal losses caused by
the endothermic reforming reactions. This results in the
temperature drop of the SOLID near the fuel inlet as
shown in Figs. 3 and 4. The minimum local tempera-
ture is 998 K which is lower than the inlet temperature
(1023 K) of the fuel.

The continuous reforming increases the hydrogen
concentration along the fuel flow direction (Fig. 11),
which results in the acceleration of the electrochemi-
cal reaction as well as the rapid increase of the local
current density. The reforming rate slows down due

to the decrease of methane concentration as shown in
Fig. 7. Then, the heat generated by the electrochemical
reaction exceeds the reforming thermal losses. Thus,
the temperature gradually rises and finally surpasses

ig. 3. Two-dimensional temperature distribution in the DIR-SOFC stack.
ig. 5. Two-dimensional current density distribution in the DIR-SOFC stack.
the electrochemical reaction to increase the current den-
sity and to generate more heat.

Fig. 6. Current density (A m−2) contours corresponding to Fig. 5.
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Fig. 7. CH4molar fraction distribution.

Most of the methane has been reformed, and the
hydrogen concentration begins to decrease, once the

fuel reaches the second half of the fuel channel
(Figs. 7 and 11, respectively). Therefore, the local cur-
rent density gradually decreases from the maximum
(4668 A m−2)along the fuel flow direction near the

Fig. 8. CO molar fraction distribution.

Fig. 9. CO2molar fraction distribution.
Fig. 10. H2O molar fraction distribution.

air outlet (Figs. 5 and 6). The local temperature also
declines from the maximum (1257 K) along the same

direction, as shown in Figs. 3 and 4.

The temperature rises gradually along the direction
of the air flow (Figs. 3 and 4), due to heat loss from

Fig. 11. H2 molar fraction distribution.

Fig. 12. O2 molar fraction distribution.
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f temp
Fig. 13. Dynamic responses o

the SOLID into the gas flow. This is one of the reasons
why the maximum temperature is not at the point of the

highest oxygen concentration, but near the air outlet, as
shown in Figs. 3 and 12.

The difference between the maximum and minimum
temperatures (1257 and 998 K) is 259 K, which indi-

Fig. 14. Dynamic responses of curren
erature to the initial settings.

cates a strong temperature gradient in the SOLID. This
gradient should be taken as an important factor in the

design and control of the stack.

Initial values in the computational algorithm are
equivalent to the step changes used to stimulate the
model. The iteration process is the response of the

t density to the initial settings.



5 er Sources 171 (2007) 585–600

C

94 J. Li et al. / Journal of Pow

system to the step change. The dynamic temperature
responses at the five representative points to the initial
settings are plotted in Fig. 13. The dynamic current den-
sity responses are shown in Fig. 14. As can be seen from
Fig. 13, it takes about 20,000 s for the mean tempera-
ture to reach the stable value (1110 K). However, the
time duration from the beginning of the iterations to the
steady state at each point is different. Conditions at the
point (0.025, 0.05) near the fuel and air inlet approach
the stable value rapidly, while other points take more
time to stabilize. The plots of the current densities, in
Fig. 14, are similar to those of the temperature except
the point (1,1) where the current density rises at first,
before falling back to a lower level. The explanation
for the dynamic response at the point (1,1) is given
below.

At the beginning of the iterations, the mean tempera-
ture of the SOLID is relatively low and the consumption
rate of the hydrogen in the fuel channels also remains
low. Consequently, a large quantity of unused hydro-
gen reaches the fuel outlet, increasing the local current
density near the outlet. As the mean temperature gradu-
ally rises with time, the overall hydrogen consumption
rate in the stack will increase. Therefore, the hydro-
gen concentration at the point (1,1) becomes smaller,
and the corresponding local current density gradually
decreases following the initial increase, as shown in

Fig. 14.

ase 2: The fuel flow rate increases by 15% relative to the orig-
inal rate; the air flow rate is unchanged. The curve of
the fuel flow rate is shown in Fig. 15.

Fig. 16. Dynamic responses of
Fig. 15. Curve of the fuel flow rate.

The dynamic responses of the temperature and cur-
rent density for Case 2 are plotted in Figs. 16 and 17,
respectively. The mean temperature and mean cur-
rent density increase from 1110 K and 1701 A m−2to
1115 K and 1886 A m−2 with the increase of the fuel
flow rate. However, there are also changes to the tem-
perature and current density curves near the fuel inlet
and outlet. Near the fuel inlet (points (0.025, 0.05)
and (0.025, 1)), more heat is removed by the accel-
erated fuel flow. As a result the local temperature
gradually decreases, leading to a deceleration of the
electrochemical reaction, and the corresponding local
current density decrease shown in Fig. 17. On the
other hand, the hydrogen concentration as well as the

local current density near the fuel outlet (points (1,
0.05) and (1,1)) increases and the corresponding local
temperature increases (Fig. 16) due to the accelerated
electrochemical reaction. If the fuel flow rate is suffi-

temperature for Case 2.
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Fig. 17. Dynamic responses of c

C

Fig. 18. Dynamic response of fuel utilization for Case 2.

ciently increased, the cooling effect will become the
main reason for the reduction of the overall tempera-
ture.
Utilization curves for fuel and oxygen are shown
in Figs. 18 and 19, respectively. Fuel utilization sud-
denly decreases following the increase in fuel flow
rate, from 67.95% to 64.83%, while the oxygen uti-

Fig. 19. Dynamic response of oxygen utilization for Case 2.
urrent density for Case 2.

lization suddenly increases at this time from 20.86%
to 22.87%. Both the fuel and oxygen utilizations then
gradually increase because of the intensified mean cur-
rent density, before stabilizing at 65.52% and 23.12%,
respectively. The reduction of the steady-state utiliza-
tion of the fuel does not imply a decrease in methane
consumption. Conversely, more methane is reformed to
hydrogen for oxidation in the electrochemical reaction,
thus the oxygen utilization for Case 2 increases.

ase 3: The air flow rate decreases by 10% relative to the orig-
inal rate, while the fuel flow rate is unchanged. Fig. 20
shows the curve of the air flow rate.

The dynamic responses of the temperature and cur-
rent density for Case 3 are shown in Figs. 21 and 22,
respectively. Near the fuel and air inlet, at the point
(0.025, 0.05), the local temperature and current density

decrease immediately after the step change in the air
flow rate. The overall temperature in the stack gradu-
ally increases due to the weakened cooling effect of the

Fig. 20. Curve of the air flow rate.
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ses of
Fig. 21. Dynamic respon

air flow. The mean temperature and mean current den-

sity increase from 1110 K and 1701 A m−2to 1117.7 K
and 1720.4 A m−2, respectively. Fuel and oxygen uti-
lizations increase, from 67.95% and 20.86% to 68.72%
and 23.45% as shown in Figs. 23 and 24, respectively.

Fig. 22. Dynamic responses of c
temperature for Case 3.

Because of the increased consumptions in the stack,

the hydrogen and oxygen concentrations reduce at the
point (1,1) near the fuel and air outlet, reducing the cor-
responding local current density, as shown in Fig. 22.
However, the corresponding local temperature at the

urrent density for Case 3.
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Fig. 23. Dynamic response of fuel utilization for Case 3.

C
around 3000 s. However, the overall drop of the stack
Fig. 24. Dynamic response of oxygen utilization for Case 3.

point (1,1) (Fig. 21) initially increases due to the heat
transfer, and then decreases due to the reduced rate of
the local electrochemical reaction.
ase 4: The output voltage changes from 0.7 to 0.8 V; the flow
rates are unchanged. The output voltage is plotted in
Fig. 25.

Fig. 26. Dynamic responses of
Fig. 25. Curve of the output voltage.

Figs. 26 and 27 show the dynamic responses of the
temperature and current density for Case 4, respec-
tively. The temperature and current density generally
decrease following the increase of the output volt-
age. The mean temperature reduces from 1110 to
993 K, and the mean current density from 1701 to
623.5 A m−2. The heat generated is greatly reduced due
to the decrease in mean current density. A substantial
fraction of hydrogen and oxygen is not consumed in
the electrochemical reaction, which increases the con-
centrations of the hydrogen and oxygen near the outlet
following the step change in output voltage. Conse-
quently, the local current density at the point (1,1)
increases for about 8000 s, and the resulting heat gen-
erated raises the corresponding local temperature for
temperature lowers the outlet temperature, decreasing
the corresponding local current density. Fuel utilization
decreases from 67.95% to 24.91% as shown in Fig. 28,

temperature for Case 4.
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Fig. 27. Dynamic responses of c

Fig. 28. Dynamic response of fuel utilization for Case 4.
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Fig. 29. Dynamic response of oxygen utilization for Case 4.

and the oxygen utilization decreases from 20.86% to
7.69% as shown in Fig. 29.
. Conclusions

A two-dimensional dynamic DIR-SOFC model has been
resented based on the reforming reaction kinetics, the elec-

c
t
t
t

urrent density for Case 4.

rochemical model and the transfer principles of mass and heat.
our cases, comprising standard conditions, a fuel flow rate step
hange, an air flow rate step change and a voltage step change,
re used to stimulate the numerical model to obtain the steady
tates and dynamic responses of the DIR-SOFC. Distributions
f temperature, current density and the molar fractions of chem-
cal species; dynamic responses at representative points; and the
ariations in fuel and oxygen utilizations, are presented to reveal
he performances of the cross-flow stack. The results show that
he temperature gradients on the SOLID are sufficiently large
hat they should be considered in design and controlling of the
tack. The fuel flow rate, air flow rate and voltage can influence
he distributions of the stack parameters. The dynamic responses
t different points on the SOLID are not the same. In Case 2, the
ncrease in the fuel flow rate increased the mean current density
nd mean temperature; the fuel utilization decreased, while the
xygen utilization increased. However, when the fuel flow rate
s sufficiently increased, the cooling effect will yield a decreased
emperature. In Case 3, the mean temperature as well as the mean
urrent density increased with the decrease in the air flow rate
ue to a weakened cooling effect. Therefore, the fuel and oxygen
tilizations also increased. Results from these simulations show
hat the fuel and air flow rates should be balanced between the
erformance improvement and the temperature optimization in
ractical applications. In Case 4, the increase in the output volt-
ge decreased the mean current density and the generated heat.
ence, the mean temperature and utilizations both decreased.
There are still many problems that have not been resolved
ompletely in this area, such as the optimization and control of
he DIR-SOFC. Future work will concentrate on the optimiza-
ion of modeling and control, to improve the performances of
he DIR-SOFC stack.
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ppendix A. Matrix form representation of the model
quations

The model equations are presented in matrix form as follows:

diag(�δ) · diag(�ρx,y) · diag(�Cst
p,x,y) · diag( �̇T x,y)

= diag(�ϕ1) + diag(�ϕ2), (A.1)

= (δup, δan, δs, δca, δlp)
T
, (A.2)

� = (ρup, ρan, ρs, ρca, ρlp)
T
, (A.3)

� st
p = (Cup

p , Can
p , Cs

p, Cca
p , Clp

p )
T
, (A.4)

�̇ = (Ṫ up, Ṫ an, Ṫ s, Ṫ ca, Ṫ lp)
T
, (A.5)

here �δ is the thickness vector, �ρ is the density vector, �Cp is the
pecific heat capacity vector, �T is the temperature vector, diag(·)
enotes the diagonal matrix and the subscripts “x, y”denote the
o-ordinates (x, y). The matrices introduced on the right hand
ide of Eq. (A.1) are:

�1 = (ϕup
1 , ϕan

1 , ϕs
1, ϕ

ca
1 , ϕ

lp
1 )

T
, (A.6)

�2 = (ϕup
2 , ϕan

2 , ϕs
2, ϕ

ca
2 , ϕ

lp
2 )

T
, (A.7)

up
1 = δupζup

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0

�u−2

0

0

�w−2

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

T

[
TM

up
x,y 0

0 TM
up
x,y

T

]
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

1

−2

1

1

−2

1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (A.8)

an
1 = �u−1�w−1

[ �F an
x−1,y

�F an
x,y

]T [ �Can
p,x−1,y 0

0 �Can
p,x,y

]

×
[

T an
x−1,y

−T an
x,y

]
, (A.9)

⎡
⎢⎢⎢

0

�u−2

⎤
⎥⎥⎥

T

[ ]
⎡
⎢⎢⎢

1

−2

⎤
⎥⎥⎥
s
1 = δsζs

⎢⎢⎢⎢⎢⎣
0

0

�w−2

0

⎥⎥⎥⎥⎥⎦
TMs

x,y 0

0 TMs
x,y

T

⎢⎢⎢⎢⎢⎣
1

1

−2

1

⎥⎥⎥⎥⎥⎦
, (A.10)

(
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ca
1 = �u−1�w−1

[ �F ca
x,y−1

�F ca
x,y

]T [ �Cca
p,x,y−1 0

0 �Cca
p,x,y

]

×
[

T ca
x,y−1

−T ca
x,y

]
, (A.11)

lp
1 = δlpζlp

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

0

�u−2

0

0

�w−2

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

T

⎡
⎣TM

lp
x,y 0

0 TM
lp
x,y

T

⎤
⎦

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎣

1

−2

1

1

−2

1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (A.12)

Mx,y =

⎡
⎢⎣

0 Tx,y−1 0

Tx−1,y Tx,y Tx+1,y

0 Tx,y+1 0

⎤
⎥⎦ , (A.13)

up
2 = (−qup,an

conv + q
s,up
rad )

x,y
, (A.14)

an
2 = (qan

shift + qs,an
conv + qup,an

conv − qan
react,e − qan

react,I − qan
react,II

+qs
react,e + qs

react,I + qs
react,II)x,y

, (A.15)

s
2 = (qs − qs,an

conv − qs,ca
conv − q

s,up
rad − q

s,lp
rad − qs

react,e − qs
react,I

−qs
react,II + qan

react,e + qan
react,I + qan

react,II + qca
react,e)

x,y
,

(A.16)

ca
2 = (qs,ca

conv + qlp,ca
conv − qca

react,e)
x,y

, (A.17)

lp
2 = (−qlp,ca

conv + q
s,lp
rad )

x,y
. (A.18)

In Eqs. (A.15)–(A.17), qan
react,n, qca

react,n and qs
react,n can be

ritten as a general equation to facilitate matrix operations:

ql
react,n = Dl,L

n · [diag(�T ) ⊗ (�r · �Cp
T

)] · Dl,R
n ,

l = an,s,ca, n = I,II,e, (A.19)

here Dl,L
n and Dl,R

n are the left and right factor matrixes,
espectively, and ⊗ denotes Kronecker product. Each of these
uantities has the following components:

�
p = (Cp,CH4 , Cp,CO, Cp,CO2 , Cp,H2O,

Cp,H2 , Cp,O2 , Cp,N2 )T , (A.20)

� = (T up, T an, T s, T ca, T lp)
T
, (A.21)

l,L
n = (�dl,L

n,1,
�dl,L
n,2,

�dl,L
n,3,

�dl,L
n,4,

�dl,L
n,5), (A.22)

l,R
n = (�dl,R

n,1,
�dl,R
n,2,

�dl,R
n,3,

�dl,R
n,4,

�dl,R
n,5)

T
. (A.23)
1) The electrochemical reaction
The components ofDs,L

e andDs,R
e corresponding toqs

react,e
are

�ds,L
e,1 = �ds,L

e,2 = �ds,L
e,4 = �ds,L

e,5 = (0, 0, 0, 0, 0), (A.24)
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�ds,L
e,3 = (0, 0, 0, 1, 0), (A.25)

�ds,R
e,1 = �ds,R

e,2 = �ds,R
e,4 = �ds,R

e,5 = (0, 0, 0, 0, 0, 0, 0), (A.26)

�ds,R
e,3 = (0, 0, 0, 1, 0, 0, 0). (A.27)

The components of Dan,L
e and Dan,R

e corresponding to qan
react,e

are

�dan,L
e,1 = �dan,L

e,3 = �dan,L
e,4 = �dan,L

e,5 = (0, 0, 0, 0, 0), (A.28)

�dan,L
e,2 = (0, 0, 0, 1, 0), (A.29)

�dan,R
e,1 = �dan,R

e,3 = �dan,R
e,4 = �dan,R

e,5 = (0, 0, 0, 0, 0, 0, 0),

(A.30)

�dan,R
e,2 = (0, 0, 0, 0, 1, 0, 0). (A.31)

The components of Dca,L
e and Dca,R

e corresponding to qca
react,e

are

�dca,L
e,1 = �dca,L

e,2 = �dca,L
e,3 = �dca,L

e,5 = (0, 0, 0, 0, 0), (A.32)

�dca,L
e,4 = (0, 0, 0, 0, 1), (A.33)

�dca,R
e,1 = �dca,R

e,2 = �dca,R
e,3 = �dca,R

e,5 = (0, 0, 0, 0, 0, 0, 0),

(A.34)

�dca,R
e,4 = (0, 0, 0, 0, 0, 1, 0). (A.35)

2) Reaction I
The components of D

s,L
I and D

s,R
I corresponding to qs

react,I
are

�ds,L
I,1 = �ds,L

I,2 = �ds,L
I,4 = �ds,L

I,5 = (0, 0, 0, 0, 0), (A.36)

�ds,L
I,3 = (1, 0, 0, 0, 0), (A.37)

�ds,R
I,1 = �ds,R

I,2 = �ds,R
I,4 = �ds,R

I,5 = (0, 0, 0, 0, 0, 0, 0), (A.38)

�ds,R
I,3 = (0, 0, 1, 0, 4, 0, 0). (A.39)

The components of D
an,L
I and D

an,R
I corresponding to qan

react,I
are

�dan,L
I,1 = �dan,L

I,3 = �dan,L
I,4 = �dan,L

I,5 = (0, 0, 0, 0, 0), (A.40)

�dan,L
I,2 = (1, 0, 0, 0, 0), (A.41)

�dan,R
I,1 = �dan,R

I,3 = �dan,R
I,4 = �dan,R

I,5 = (0, 0, 0, 0, 0, 0, 0),

(A.42)

�dan,R = (1, 0, 0, 2, 0, 0, 0). (A.43)
I,2

3) Reaction II
The components of D

s,L
II and D

s,R
II corresponding to

qs
react,II are,

[
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�s,L
II,1 = �ds,L

II,2 = �ds,L
II,4 = �ds,L

II,5 = (0, 0, 0, 0, 0), (A.44)

�s,L
II,3 = (0, 1, 0, 0, 0), (A.45)

�s,R
II,1 = �ds,R

II,2 = �ds,R
II,4 = �ds,R

II,5 = (0, 0, 0, 0, 0, 0, 0), (A.46)

�s,R
II,3 = (0, 1, 0, 0, 3, 0, 0). (A.47)

The components of D
an,L
II and D

an,R
II corresponding to qan

react,II
re

�an,L
II,1 = �dan,L

II,3 = �dan,L
II,4 = �dan,L

II,5 = (0, 0, 0, 0, 0), (A.48)

�an,L
II,2 = (0, 1, 0, 0, 0), (A.49)

�an,R
II,1 = �dan,R

II,3 = �dan,R
II,4 = �dan,R

II,5 = (0, 0, 0, 0, 0, 0, 0), (A.50)

�an,R
II,2 = (1, 0, 0, 1, 0, 0, 0). (A.51)
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